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Yto OBLIO HA NPOILION JEKIUU

BoluncneHmss - 9TO Mpouecc, KOTOpbIM peanndyeT oTobOpaxeHne mexay
HEKOTOPbIMW  CUMBOSIMYECKUMU  CTPYKTypamun (gomeHamun). PeanunsoBaHHOEe
oTOBpakeHne MOXeT UMeTb POPMY

function,
operator,
algorithms
or .... specific
relationship.

Any symbolic structure may be
 numbers: 3 + 2 equals 5,
or may not.
All depends from oT HanM4ns MexaHM3MOB, KOTOPbIE
aHanorn4yHbl npoueccam
BblYMCNEHUN



Symbols vs of with physical reality

Physical reality

B Hayke oaBHO u3BecTHa It has long been known in science
dunanyeckas HEBbIYMCITUMOCTb «MPOLLISbIX» physical incalculability of "past”
COCTOSIHUW TepMoAMHaMUYECKMX NpoLieccoB, U states of thermodynamic

nonHasi 0bpaTMMOCTb BO BPEMEHMU U processes, and complete
N30TPOMHOCTb B MPOCTPAHCTBE reversibility in time and isotropy in
dpyHAaMeHTanbHbIX 3aKOHOB. . ... space of fundamental laws

HO OO CUX MOp HET HACHOCTU KaK 3TU  OrpaHuUYeHust
npeodoneBarnTcsa Npu PYHKLMOHUPOBAHNN MO3ra



O yem JICKOU: Computer science vs science of Consciousness

‘One of the most important works of the
second half of the twentieth-century’

f
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quod sentimus loquamur
Mbl YyBCTBYEM, YTO rOBOPUM

guod loquimur sentiamus
Mbl NpeacTaBnsgemM 3TOT OnbIT

nepegHnM Kpaem n3nyecknx nccnegoBaHum
P. [eHpoy3

. BbIMMCINEHWUNA — aTo paboTta ¢ yncnamu
CO3HAHWE — ato obpaboTka nHdpopmaumm

Is there and what is the fundamental difference
between the "processing" of numbers or
calculations and the processing of information
or consciousness?



Al vs symbolic processing n computers

Nowadays there are 2 major approaches to Al:

 statistical machine learning (learning from the data, e.g. learning to
differentiate cats from dogs by looking at the pixels of many labeled photos)

« symbolic Al / logical reasoning / computer algebra (e.g. manipulate 2y=x
into y=0.5x or deduce from “all men are mortal” and “John is a man” that
“John is mortal.”)

Humans mind use some form of both of the above. Only using one of the
above would be insufficient to explain the intelligence humans have
demonstrated.

1. Statistical machine learning is nowadays often implemented via neural
networks which are “formal” inspired by the human brain.

2. As for symbolic Al, is apparently similar to algebraic manipulations with
“numbers” or make logical deductions ..... pretty quickly.

Fundamental question is, how exactly do we combine #1 and #2 ?
There are many possible approaches.



Intelligent phenomena

The are no hard problems to provide real
calculation , but only problems that are hard
to certain level of understanding how to use
the obtain results ....

theses.

e Intelligent computation vs pure digital computation - manipulation of
physical entities whose properties are related to energy and matter like
as abstract symbols.

e "Inputs” of intelligent computing come in the form of representations of
physical entities (action), and the output can be either been as abstract
symbol or physical action or even both of two.

e Computational theory of mind should has a specific language describing
the process of reducing the entropy of environments by process of
explanation.




What is the nature of “mental number" that involved in intelligent calculations

« Humans develop a mental model of the world based on what they are
able to perceive with their limited senses or ...by unlimited resource of
exaliltellectual calculate ability

» Understanding the mechanism of brain calculation ability is perhaps the
most fundamental challenge for modern scientists.

Mental model of reality:
« The image of the world around us is just a model of our mind.

* Nobody in his head imagines all the world, only selected concepts,

and relationships between symbol form of knowledge and natural
system

What is Physical representation of numbers ?7??



Experimentai reaiizations: Szilard engine = partition is inserted into a box containing a singie molecule

and surrounded by a thermal reservoir - CO3JaHHWIO TCXHOJIOIMH OXJIAXKJICHUA oe3
ABHIKYIITUXCS YyacTe MexaHu3Ma
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Information and the second law: Non-equilibrium free energy

Non-equilibrium

Ho -, el
physical meaning of the
non-equilibrium free
; ’ . energy:

Irreversible H to dri th t
o ow to drive the system
2y - . from the non-equilibrium

p\\. :/ “\ 0 pO

state to the
equilibrium state...

Shannon entropy
coincides with the
equilibrium entropy for
Equilibrium  canonical equilibrium
states

Quasi-static



Toy model of a memory- memory can either be symmetric or asymmetric




A measurement is a thermodynamic process in which we vary the memory from M° -

> M to develop information I about the system X.

W — AF = —kTI

Feedback

% AFem > kT o
meas meas = W N A}-(mem) >0
reset meas —

new theoretical framework: information reservoirs, are treated on an equal
footing to other thermodynamic reservoirs, such as thermal or chemical baths



Resume

Fundamental questions about information and thermodynamics are under
debate, such as the coincidence between the thermodynamic and
psychological arrows of time

Understanding the subjectivity of entropy sheds light on the foundations of
the general physical theory of information

Interesting thermodynamic phenomena, such as the emergence of entropic
forces that are related to the accuracy of computers feature — one of priority
challenge of science



