KA®EJIPA

TEMA TR

Cankr-IlerepOyprekuit .
T'ocynapcTBEeHHBIIH CeMMHap no cneunanbHOCTU HA AHINMTUNCKOM

[Tonmurexanuecknit A3blKe

VHHUBEpPCUTET TemMma L eCc t ure 10

WNHcTutyT NpukiagHoi
MAaTE€MAaTUKU U MEXaHUKU

Developing Computing System for New Era

10 November
2022 .



Yt1o OBLIO HA HpOIHJIOﬁ JICKIIMMU: Semantics of modal formulas

e The semantics of modal formulas are diverse (or we may say — flickering)
If we have o¢p — ¢

Then symbol o — moganbHOCTb BpeMeHU (TemMnopansHasa fnoruka),
«Bcerga», To

0¢ — ¢ — 3TO 3aKOH MOAANbHOW NOTUKNA.

Ecnn cTtyoeHThl BCcerga xogdaTt Ha fekuum, TO OHU XOOAT Ha NeKuun.
Ecnn o— geoHTmnyeckaa moaganbHOCTb, «4OJTKHbI», TO popmyrna op — ¢
He MMeeT cTaTyca Norm4eckoro 3akoHa.

Ecnn cTtyoeHTbl OMKHbBI XOAUTD Ha JIEKUMU, TO OHW XOOAT Ha JIeKUUM.
OT0 He Bcerga Tak !




Key word of new era - Digital “ashes”

Digital model Digital transformation

Digital distorting mirror



Overview

digital transformation

« Digital transformation is about digital € — new way to do what we
already do — but better (more precisely, faster, better). Digital economic
activity results from billions of everyday online connections among people,
businesses, devices, data, and processes.

* S0, the backbone of the digital economy is hyper connectivity & HPC & Al
which means growing interconnectedness of people, organizations, and
machines that results from the Internet, mobile technology and the internet of
things (loT).




Noumenon vs Phenomenon




hyper connectivity &AI & HPC: digital “Eldorado” XXI centuries

O Can Computers Think?

The History and Status of the Debate — Map 1 of 7

An Issue Map™ Publication

The basic structure of
argumentation maps is
relatively simple.
There are boxes (or
ellipses) that contain
claims, items that

1 Alan Turing, 1950
Yes, machines can (or
will be able to) think. A

computational system can

I believe that at the end of
the century .. one will be
able to speak of machines
thinking without expecting
10 be contradicted.

possess all important

support the claims, ;
elements of human

rebuttals, and

301.J.C. Smart, 1964

nonliving entities with

reader to follow the
argument's structure
and thus facilitate the
evaluation of the

future we will. There i

Can computers
have emotions?

being that has feelings.

Having feelings does

Lol A not logically imply
countterebuttals. These thinking or understanding. beinga lving
organism.
are connected b)’ r\:slough we haven't yet
arrows that enable the come voss any 1

feelings, perhaps in the

no logical contradiction
in the idea of a nonliving

Rocks: nonliving and no
feelings,

Check!

Salt: nonliving and no
feclings.

Check!

Staplers ... check!

Water .. check!

Well, no nonliving things

with feelings ... yet.
s

claims. This way you

can tell if the claim has
been rebutted and if
the rebuttal has been
countered.

29 Paul Ziff, 1959
The concept of feeling
only applies to living
organisms. Because robots
are mechanistic artifacts, not
organisms, they cannot have
feelings.

28
Machines

can't have
emotions. can't
Machines can ~ experience
never be in

emotional states

(they can never {4t

be angry, =)
joyous, fearful, ¢
elc.). Emotions A
are necessary 0
for thought. i
Therefore,
computers can't
think.

32 Hilary Putnam, 1964

"Alive" is not definitionally
based on structure,

Because the definition of "alive” is
not based on structure, it allows for
nonhuman robot physiologies
Robots made up of cogs and
transistors instead of neurons and
blood vessels might have feelings

31).J.C. Smart, 1964

We can Imagine artifacts
that have feelings.

Several cases show that artifacts
could have feelings. (1) If the
biblical account of creation in
Genesis were true, then humans
would be both living creatures
and artifacts created by God.
(2) We could imagine self-
replicating mechanisms whose
offspring would manifest small
random alterations, allowing
them to evolve, Such
mechanisms might be
considered living and at the
same time artifacts,

They are
artifacts of

Copyright 1998 R.E. Horn

Human knowledge and
competencies becomes of
computers resources ONLY if
converts to algorithms or
programs.

«Eldorado» of the new economy is
“digital knowledge” which can be
extracts from big data using
intellectual technologies .

Intellectualization of computing
is a “solution” of problems with a “self-
explanation” of its meaning. To do this,
we need new technology tools that
integrate various computing platforms
and principles:

« "Stored" program
*  “Neuromorphic” approximation

regularizing decisions using a
measure of similarity



Can we swim through the “Digital Flood”

The subject solving the problem has little time to invent an algorithm or create a
calculation program (decisions are made on the basis of experience or out of habit)

Internet WWW

" What h
should be
done to

solve the
problem?

Advance CS paradigm —aFaP calculates “safe” decisions”. New platforms should have:
reconfigurable heterogeneous processing field, storage class memory, smart infrastructure
and distributed architecture



From direct to inverse tasks

The classic goal of
computer science:
automation of solving
"direct problems": §
finding numerical §
solutions of equations g
using algorithms and g\
programs R

The principles of "computer
science" - automata can model
automata,

algorithms are the "generators" of
digital data,

"big data" is the hidden bank of
algorithms ...

New challenges for
computer science:
automation of solving
“inverse problems”:
construction of
algorithms,
classification and
recognition

based on available
data and a priori
knowledge




What is being offered: Transition from program control to smart

computing

Problem to be solved: data control calculations without an explicit algorithm.
Computer platform is using previous “experience” in solving problems (ML) and similarity metrics of
previous data processing
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Multi-core multi-threaded clusters improved by accelerators and neuromorphic data-

driven computational structures
- 8- - B

SIMD
accelerators

FPGA accelerators multi-threaded —
clusters e

Smart
i i
> Endpoints A A

st

2

Adaptation of hardware and software to the data
structure and selected algorithms. Key features:
1) processor-memory interfaces - task memory
smart fabric (SMF) and 2) runtime system
endowed with the functions of “machine learning”

i




Reconfigurable Heterogeneous Distributed High Performance Computing Architecture

/ DC-Cloud RH HPC \

Computing Clusters Service Cluster

The level of "understanding” and "explanation"

—

Data transmission medium

The level of "aggregation" and modeling

ottt
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Premises RH HPC }

Premises RH HPC
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[ Data transmission medium

#

Edge RHHPC

The level of access to the environment of "big data”




The structure of the computing node "level of aggregation”

Heterogeneous computing
nodes for service and
computing algorithms BampiAing fioda
. SIMD (Single
Instruction Multiple

Data accelerator) - a

graphics/ tensor o

accelerator for Endpoints

FP32/FP16/ data T
° RA (Reconfigurable Ethernet

FPGA-based S

Processor

Accelerator) -
reconfigurable
accelerator, the
structure of which is
adjusted to the
"patterns” of the
processed data




"access" node — connection to the "big data" space

Basic high performance
Systems-on-Chip» node with
smart interconnection interface
iImproved by packet processor.

Multi-Core CPU, which is a main
processing unit.

E_SIMD accelerator tightly coupled
with Multi-Core CPU. It could
implemented as a separate Integration
Circuit (IC) or as embedded GPGPU
unit inside SoC device.

E_RA accelerator, which could be
implemented as a separate IC or as
embedded unit, deployed on Logic
Part of SoC device.

DRAM blocks, which, at the physical
level, are DDR4 memory modules.
DRAMs are the local memory for
Logic Part and Processor Part of SoC
device

EDGE RH HPC

Multi-Core CPU |

Object
Embeded Interconnect ==  Connection
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Data
i Packet :
Transmission 4“0’ E_RA
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"access" node - integration Circuit
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Resume

New generation of Reconfigurable Heterogeneous Distributed High
Performance Computing System must have a hardware-reconfigurable
network architecture integrating various computing resources including
machine learning components.

Proposed three levels High Performance Computing Architecture can
be vied as specialized functional networks of stream data processing
nodes with storage class memory recourse that forms distributed

storage-calculation field and intelligent interconnection infrastructure.

Due to flexible architecture are able to meet the requirements of
particular tasks, such as: data structures, calculation algorithms, real-
time requirement and etc., and allow to solve particular tasks more
efficiently [14], [15], [16] in terms of Power Efficiency (FLOPS/W),
Calculation Efficiency (Real FLOPS/Peak FLOPS) and Size Efficiency
(Real FLOPS/square).



Conclusion : intelligent does not mean digital
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Metaphors for the issue under discussion

MbiwrneHue eCcTb NULLL pacyerT.
Tomac '066¢c (1588-1679)

He 6yaem cnoputb — paBante nocyuTaem.
Kosed JlarpaHx (1736-1813)




JHTEIIEKTyalIbHASA» PETYIAPUA3ALIAA

OAHa U Ta e cncTema npoABaAeT pasinyHble GU3NYEeCcKmne CBOMCTBA B
3aBMCMMOCTU OT MMetoWenca o Her MHpopmaumm (B ogHOM ciyyae
cuctema crnocobHa cosepwnTb paboTy, B Apyrom — HeT)

Mepa nHpopmaL MM OKa3biBaeTCA COr/IaCOBaHHOW € 06LedU3nYeCcKumm
NOHATUAMM SHEPTUN U SHTPONMUN

MHpopmaums KaK oOnuMcaHUE COCTOAHMA CUCTEMbl HapaBHe C ee
bU3MYECKMMM NapaMeTpaMM MEHSIET ee CBOMCTBA. T.e. B 3aBUCUMOCTU OT
nmerulenca MHPopmauMM O CUCTEME CUCTEMY MOMKHO WAN HEeNb3s
MCNONb30BaTb ANA CcoBeplleHUA paboTtbl. (B 0A4HOM c/y4yae cUCTEMA
cnocobHa coBepLlnTb paboTy, B APYrom — HeT)



