Лекция 3.

Энтропия, информация, семантика

В физическом пространстве любое взаимодействие характеризуется инвариантом - энергией, для которой сформулированы законы сохранения.

В информационном пространстве модели взаимодействия объектов имеют другую природу, которая связана с понятием информации как меры разнообразия рассматриваемых объектов. В этом смысле информация является объективной характеристикой реальности.

1. Что такое мера? Это положительное число.

Формально понятие меры в математике связано с обобщением «длины», площади или объема.

Мера вводится на множестве объектов и является положительным числом, которое сопоставляется этому множеству по некоторым правилам. Если правило такое, что число существует, то множество называется измеримым по отношению к этой мере.

Мера м.б. НОЛЬ! Множество меры ноль – это точка, поле рациональных числе, а мера поля вещественных чисел это не ноль, а континуум. = С.

Вернемся к информации. Как сформировать меру «разнообразия»?. Для этого есть несколько возможностей.

Первая – это сформировать количественную меру информации, которая важна для систем связи и передачи информации

Вторая – сформировать смысловую меру информации, которая связана с «моделью мира».

Итак, знания об окружающем мире составляются из

Тип знания Область

1. физический мир
2. мыслимое
3. исчислимое

e\*\*(-i\*pi)=1.

Информационная **двоичная энтропия** для независимых случайных событий *x* с *n* возможными состояниями (от 1 до *n*, *p* - функция вероятности) рассчитывается по формуле:

![H(x)=-\sum_{i=1}^np(i)\log_2 p(i).](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOQAAAAyCAAAAABpWyhjAAAACXBIWXMAAAB4AAAAeACd9VpgAAAD2ElEQVRo3u1YWxHsKBBtC1jAAhawEAtYwAIWsBALsYAFLLQFLgxNwis1mWzt1t3M5Gem8jinD/0ECF9wwb9PgUI4CfrZIi1KhQgP92QicfzZIsMmQzAPD9ego0DhLD5apHRRJLPP9uQ3tJCfyJ/In8i/RCRMru2vEmnXbjb7HNt0mpwRoN5w/aNueuC0MFnkkhbZBvda7Ned1XSzmbrBLoF1X63Mj6/VXAePk/JDugqnNZc86WiXoCE/xKVH8DfmMmTQG+rM+FbhEi3PpzN9wRGDuQRkIa+wIKPUmDva3ZhaYdhijYPPziU6ng9FFhwxmEtAKm8SPNmEYrJQ8kaW6Pelpuc6eD4T2eHU5hIQ1+TQbJKdxeZyw5VBDGk5VAt9xvOZyB6nMhfIgysVIHIslSknomsXmq1v7ZY8g2VaJJgMlnG/czleRvid52XMGpcpVxHDQW2arXMYwpnAFJG2tDHysaBVMIgihjrs28LPrxXAzBIIIVrllp1LeWSh5Um0SkQBVkaVmmPQMqxuDkM4E5giskvJEig+YsvY2eh1dsTgcbG39QBgjHO3hpd2Vri2LejicnbYtuYQk9Euto0RXMHkRzOY8hVXTUrWWFV4XM4RbAsC8CEtfVxQn7sEiYw3+lyEtJyvT0V0wqvDwikMiZzA0D8Plmrh8NwBXhTJDu+2dc7B7KjOpuDZ+IFqRBhF0miSfnQMXL+cwpSvRhj613fJ6rmpDJ6G64UDKs0mdVml4DHq4OImjOHK8lPBUnvnsGAuLiCxh9n7xABDjyglcV9xsVu1xFuYl8AtN0/r+Kz38JQGctu5UsiYlgdSQuecVCkS94UPR+LtMIQzgSGRfKFCWICWnIg8bEwHtGE6zl5u0nbaWixVeeKKeWV8ywPp43RAhKnE6n22r4LzgCGcDobJPSTihWGL4VB6GjVWyXQVGtrfEqmm7dVyDUzXTVyWBkc822uzgDrmhvK546bscCSuhzlsrmG4PC8ms7Eu3Ds51fMgV+qUa87jdVpr1Hw/5WxhBhz9dj85GdDtrf2uFfOpjtszrhOeZgyyaoTpcGqYE5FjrcZbjtyG/aOmscOfcJ3x+GX1yZ/pZadTi+xgWhzUF04GbF8tzJ0tuxuaR8bVZW8+cp3yeBVrhtB5zgnrNsA0OAavHH+0M+I9jcht747pnqTiusCDDFpxExyD/9VBFoo6Zvz2KpRPO61Tk9M69zSRX3Hu+hP5E/m/Eqn5uxnjeZ5cLHxDuD5QpBTPF2ld2oKw+ljveSIxDJPqA8PVLt+Qk5vxTw/XIKHdakl2skf6TTw/kZeuP/JXFsHKcurMAAAAPHRFWHRjb21tZW50ACBJbWFnZSBnZW5lcmF0ZWQgYnkgR05VIEdob3N0c2NyaXB0IChkZXZpY2U9cG5tcmF3KQr6ixbzAAAAAElFTkSuQmCC)

Эта величина также называется *средней энтропией сообщения*. Величина ![\log_2\frac{1}{p(i)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEYAAAAuBAMAAABnp3KAAAAAMFBMVEX///8AAAC2trYwMDAiIiKKiorm5uYEBAR0dHQMDAzMzMxAQEBQUFBiYmKenp4WFha2nnolAAAB5UlEQVQ4Ee2TwUsUURzHP+7ac5ydnd05GFkgQwZ6ibx0KQgpisDL0kno0FSk9AcIIQirhSDuKUiGTtPJgweN6mgtEeFFWFAsaIm9VkTUPej3ZmeHdXcmL+LJ3/De+77v7zu/3+/95g2kmtpIdcWO9fEYpoH77w7WkD3WpPUv5A+pP9bLMx+jPMPX/5swdKpHB2vwj1ST2ap7GJtvHjfS0vr8Qq1wh9V7QbpmBl4xQU85TYJvn4Z5rtFTijROh4FvnBRNMOJ9g5+7bmKsKM7o5z1ULSP6BPORel6zJy67yFCbwtM4nHw5kvmcypTsXCW1tcwKNFqQsTZYtTe/BEw7zh+w2v7fr+J9T86TpWnqKuYnuN3agzkGagglS2RGFfoDu6ZaBL1BE76NGXMFLnB+6lbMrEfoXMywtl2vmY5TjJl6hPpiph3Yuw8qZeR+mjsN6JXRbfnCDWblIW9JwblatwLO9pX4i3T8e0H8VjVJ473wmEMq04D8RpKGJcwBreGDjBTNZYyizsWMtCs5l3xkKeSp/saG1FwWcZeZp3gCFyXN+CIU3C6BEMazipxnWfpzswHJPcyGJ3kYvf4jKQz9JU3n3KbzUnPpmO8GmoguRSYM2qHgxO8rITUZztlO97694eqt3PN/cbdh/n4dlPIAAAAASUVORK5CYII=)называется *частной энтропией*, характеризующей только *i*-e состояние.

Таким образом, энтропия события *x* является суммой с противоположным знаком всех произведений относительных частот появления события *i*, умноженных на их же двоичные логарифм. Это определение для дискретных случайных событий можно расширить для функции распределения [вероятностей](http://ru.wikipedia.org/wiki/%D0%92%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D1%8C).

Итак, прирост информации равен утраченной неопределённости.

Мера информации непрерывна; то есть изменение значения величины вероятности на малую величину должно вызывать малое результирующее изменение функции;

 Для целых положительных *n*, выполняется следующее неравенство:

![H\underbrace{\left(\frac{1}{n},\;\ldots,\;\frac{1}{n}\right)}_n<H\underbrace{\left(\frac{1}{n+1},\;\ldots,\;\frac{1}{n+1}\right)}_{n+1}.](data:image/png;base64,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)

энтропия является разницей между информацией, содержащейся в сообщении, и той частью информации, которая точно известна (хорошо предсказуема) в сообщении. Примером этого является [избыточность языка](http://ru.wikipedia.org/wiki/%D0%98%D0%B7%D0%B1%D1%8B%D1%82%D0%BE%D1%87%D0%BD%D0%BE%D1%81%D1%82%D1%8C_%D1%8F%D0%B7%D1%8B%D0%BA%D0%B0) — имеются явные статистические закономерности в появлении букв, пар последовательных букв, троек и т.

Все это справедливо в контексте вероятностной модели для [источника данных](http://ru.wikipedia.org/w/index.php?title=%D0%98%D1%81%D1%82%D0%BE%D1%87%D0%BD%D0%B8%D0%BA_%D0%B4%D0%B0%D0%BD%D0%BD%D1%8B%D1%85&action=edit&redlink=1).

 Если ![X,\;Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAASCAMAAAAT3xzTAAAAM1BMVEX///9aWlo6OjogICBKSkqmpqZ+fn7R0dEAAABsbGwsLCzo6OgLCwu7u7uSkpIEBAQUFBS15hVnAAAA4ElEQVQoFZVSURKFIAhEMSG17P6nfYqZ6DTNPH5YlhUUBChmLKIrfkO0vhLDyCCGxhVkWoIYBeA+hB0ZPhuMV+xc4Ar9UlqyxFZ8tI8aNi59XtUArRTsQw2QEhx3096xe8+1qTl6XL1n93YTkeRQ8pMaYk769IQt07nUosQ0aVRw8DreuPcBKNkDudxGWyyzwqyfrrPUJ3+TMtKTX3YkAi9LGQWc1C2zfDd7aT6G9sj97km5/h9lua1VmM3ldgufOJl6kHJWWjCBL+E1OeH7403cR/Cf/FhW+FG4ppaXavUPrx4Ej4Q4O7oAAAAASUVORK5CYII=)независимы, то ![H(X\cdot Y)=H(X)+H(Y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOUAAAAVBAMAAABLdTQ8AAAAMFBMVEX///9QUFAWFhZ0dHTm5uYwMDCKioq2trYMDAzMzMyenp5AQEAEBAQiIiJiYmIAAAB9GoXqAAAAAXRSTlMAQObYZgAAA2VJREFUSA19VktrU0EU/tK8mt4kjeLGXYkLN0qz68JFrgvBjW1wIfiAFvwBDW5Fmp2CiEHoSmizL9KgBaVR201B6aJFi/gAE8FNfdBKG21tYzxnXncmfRy4c873zTffaWZuJgWs8K3aKSMOckEwF1SugpGvKVNIIlTWE505XOxkAnzclIeoAusBIf+5O5t41qoC3wgebReQb+WUz3j7BJDaymDGGKsiXV+sPLz/CUhXgFB/E+H2270qy1pbeT47xH8D0XkgUSAQaVETnwoZaxUglgHOacLksRHgGqFxZoaWgZV9VLa1sopwF6Q3gSRVqTKjuTKOcZYxRPwElV5FESat+cACoQ/MeNsIEdYqc7C2tbaa5QWpEjCZAx4wwFg1LXoLgNQmIhkq48sSB+N72pgNevqYiu9glZNSpZjjsK211S2e6K0C+TLwhQG61uUpC4DYBjxRzUscjDtAeJs2KSOofvn+KJXpaVtrqyQv0CfzTqyONSsiq6GldvqjTVKtTyo1IiZGr4ikVKanY62sUhWS5q/WavTm4LVYhlcyqXF4sCiqlzw+znIscxlu1mpzVCXLjJAsiSRUtKUC0OBYKyuvQRMX6VT+UaZXiSLeL5sIAEzLT48jCusU7aOXoEEH4wvmxh+RlMr0dKyVVShD0kX6q3nJulg2MVkQOdEUiU+E47tMZkwSny9ST8EkVqVaqUxPx1pZpWllgr+e67SUH0Qa9H5xJEhPMVYRaU/PyRFgmKZkz0HUfdZxz2g2eyqbPc3QtVZW3DNMPbqXSSF6nUUP77OJNVWJXbPOM+8D92iulzJ/naYblPUJ6M/pWisr3lu+goZ4xW16QMQdzjreqOKJJlSmKyjCf1x3kYYQ5RJPKJXu6VorKy8nr6BRXnmJngs+wJeUiV+qOmkYWdAVFOOXIDpCzVfoe/qXeaXSPfl2M9ZQVl1FePW7/tTSZ1pwBnjUriK9tFDm9RyRF1szspqXSY/E9zxvNehkquip0/3wY/cyzc3LedXTsTZW4k6QOuC8LvbJPdV9SKYiJRp0aJX+nJp3rKcMS4XHG3xARM1H7xQ8tQitilqcKG1r3g8T8lfGQKe46SAb2L9yB6os67i7Y9dtL7cuuNBCsVwADlYF1h17cPD/Fmk/MO6sBgxxiCqw/gr8B6o+9SS3U5XiAAAAAElFTkSuQmCC).

 Энтропия — выпуклая вверх функция распределения вероятностей элементов.

 Если ![X,\;Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAASCAMAAAAT3xzTAAAAM1BMVEX///9aWlo6OjogICBKSkqmpqZ+fn7R0dEAAABsbGwsLCzo6OgLCwu7u7uSkpIEBAQUFBS15hVnAAAA4ElEQVQoFZVSURKFIAhEMSG17P6nfYqZ6DTNPH5YlhUUBChmLKIrfkO0vhLDyCCGxhVkWoIYBeA+hB0ZPhuMV+xc4Ar9UlqyxFZ8tI8aNi59XtUArRTsQw2QEhx3096xe8+1qTl6XL1n93YTkeRQ8pMaYk769IQt07nUosQ0aVRw8DreuPcBKNkDudxGWyyzwqyfrrPUJ3+TMtKTX3YkAi9LGQWc1C2zfDd7aT6G9sj97km5/h9lua1VmM3ldgufOJl6kHJWWjCBL+E1OeH7403cR/Cf/FhW+FG4ppaXavUPrx4Ej4Q4O7oAAAAASUVORK5CYII=)имеют одинаковое распределение вероятностей элементов, то *H*(*X*) = *H*(*Y*).

Учет корреляции данных происходит с использованием условной энтропии.

Единица измерения — бит/два символа, это объясняется тем, что взаимная энтропия описывает неопределённость на пару символов: отправленного и полученного. Путём несложных преобразований также получаем

![H(AB)=H(A)+H(B\mid A)=H(B)+H(A\mid B).](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAagAAAAVBAMAAADhv2fsAAAAMFBMVEX///8AAABiYmIiIiIEBARAQECenp7MzMwMDAy2traKioowMDDm5uZ0dHQWFhZQUFBnodMOAAAE10lEQVRYCaVWz4scRRR+mdnZ3tnZZpds1NW4ukH0ps6Kvw8yCkH8gU5+tEYSQ1+8zx48hIiuhD0IIrMH75M/QNhAJOBh6dyEXHaVHASFDZpDDo65xUNQv1dV73VVd81cLOiuV6++7+v3TVXXNJHXCi/mcKEy9oc6p4E/a+OJUxMnwNM5DerCVERynKpzFgcVaDqsJLzhPYmngBTDWH8whVPipoD8Sv2YlPPEkQ+SM8t9oqdsna+gS9e3st09Omcz5b2xfjz/9MsXiBq5STZhuwoKME4I4GuiEuNQjFQVplil1LFL8fNKdvbPspj2I0SdHlGyYx47/yB3Gzm1V+mGyfi37RHRVSQu2uTlnOqgAGOFgFZTUQ5FSLWnRyt1phKUvb2nxTQeJZqBoaa13FrlevdxfUOtnGO/HSuI3kHiJZs8sUcKwoxtAcYKYUJN+RyhEEVI8nR9UaKVOlPpEtHcgRbT3MTCoLjP7RN+fZz7XVxHqd21ufL+MlYUrpMDk0qv3yUFKTbAWCGgxVTAMSrmFiHJ05uCilbqTHUOiA7taDGH+liYAdGzhpsMH+D+fbw2DxH1TM67YTJFvgEzaBeYK6CuSeEWYJxQaSrgCCVO6tlpNRWt1JmaQUXHBlqM7OZXjcQsXULPO/SfIdGLVlbvsqubI5PK59iJA3HILcCIUGkq4FjGJJITVlOxSuWgwLu7eAdCjrP/fZYtY/imecKQXkOfHv7tmT76k5w7P+Zmak6PZtkJRDMDnmhT8wCdAREZAIYBRoTUlMdpGd3fQZlAcsJqKlapmNp/+qfbLOQ42PXJYQxxXqANzOHGO/TvguhfTnmN8xtr2L0FJxNzagpITAUYEVJTIYdVTIuS3NPVVKxSMYW5xa8h5TjH8Ts9jOESq6dZdgsd71A+BJ7knNdm+nj/hjBlcjez80sIHKjrcAFGhNRUyFHpKMkJq6lYpWIK7+4CH3GWk/DfFNfGF32GogvzN8VnidTLM6ZtjIiuIDKmkoJSXl7W2R2P33NbNMBs5OZQAsKefj4HSW1REgt3xuM/xmOzR6OVOlP87uK4loq5LvO+m+2XE10eWmPba24xvXeKDV8C1Wy/WaJ5XmK34l2E3AIMD1hITPkc/52KkirbL1qpM8VzbX6JLIc/Jq6vYfgVrnlc2znRGfTPF0Qfo/fbVSwyU+dgnEbQ4R/IgcRUgBEhMVXhgG1blOSEZftFK3WmWpv4engXWpbDHxO8OPQDri9w8R/xFj4U3kJ8B5ff8DFhFqczwjFxF9cqZh2o64A+RoWcqSpHtaMkJyymopU6U3N9otNDU8zCG9Ra3yo+ef05DG/ii+7IiBZvbdGpx7KzfxXI9XB57dTKudnTy2s4T/qUXHkb/2UrEOtZhDPlY0oha6rGEe04yQk7U9FK8dININJav53t3me1HsFU2X4sQ4lmUXK0LWyWaQE5UzrhY5C8phMIhOPnTOyTBCQrpeCgUvdF4SaFI9jWUCLtQ4KmEXxUDgS0U6Zs5GGQCEwJp0qJCneqqKDSUCoc4QSoVUXfVuV0fEOjySAPA3Rg6v8JB5WGNmrC35WFuqhuUyDzexLRRJCHATgwNZFDHmkyyK80NFXjpEMt1AaNopLwhr9IPAWkGMZ+KAT0UzikpCkgv9LWoCb8H3x0jatcOV1pAAAAAElFTkSuQmCC)

Взаимная энтропия обладает свойством *информационной полноты* — из неё можно получить все рассматриваемые величины.

СЕМАНТИЧЕСКИЙ АСПЕКТ ИНФОРМАЦИИ [semantic aspect of information] — характеристика информации с точки зрения ее смысла, содержания. Для восприятия информации необходимо, чтобы передаваемые сообщения в определенной мере соответствовали тезаурусу знаний получателя: если они не имеют точек соприкосновения с ним, сообщение понято не будет (так, человек, не знающий математики, не поймет математическую формулу).

**Сема́нтика** (от [др.-греч.](http://ru.wikipedia.org/wiki/%D0%94%D1%80%D0%B5%D0%B2%D0%BD%D0%B5%D0%B3%D1%80%D0%B5%D1%87%D0%B5%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) σημαντικός — обозначающий) — раздел [языкознания](http://ru.wikipedia.org/wiki/%D0%9B%D0%B8%D0%BD%D0%B3%D0%B2%D0%B8%D1%81%D1%82%D0%B8%D0%BA%D0%B0), изучающий [значение](http://ru.wikipedia.org/wiki/%D0%97%D0%BD%D0%B0%D1%87%D0%B5%D0%BD%D0%B8%D0%B5) [единиц языка](http://ru.wikipedia.org/wiki/%D0%95%D0%B4%D0%B8%D0%BD%D0%B8%D1%86%D1%8B_%D1%8F%D0%B7%D1%8B%D0%BA%D0%B0).

**СЕМАНТИКА,** в широком смысле слова –отношение между языковыми выражениями и миром, реальным или воображаемым.

каким образом человек, зная слова и грамматические правила какого-либо естественного языка, оказывается способным передать с их помощью самую разнообразную информацию о мире (в том числе и о собственном внутреннем мире),

Как понять, какую информацию о мире заключает в себе любое обращенное к человеку высказывание, даже если человек впервые слышит его.

Та сущность в мире, к которой относится слово, называется его референтом. Так, если я, описывая кому-то произошедшее событие, говорю: *Вчера я посадил под своим окном дерево*, то слово *дерево* отсылает к единичной индивидуальной сущности – тому самому единственному в своем роде дереву, которое я вчера посадил под своим окном.

Существует множество сущностей, которые могут быть обозначены с помощью данного слова

Вещи, достаточно сходные друг с другом, мы называем одним и тем же именем. Деревья отличаются друг от друга размерами, очертаниями, распределением листвы, но они обладают некоторыми сходными чертами, позволяющими называть их все деревьями.

необходимым различать языковое значение слова и связанное с этим словом мыслительное содержание – понятие. И языковое значение, и понятие являются категориями мышления. То и другое суть отражения мира в нашем сознании. Но это разные виды отражения.

Многие слова (возможно, даже большинство слов) используются в более чем одном смысле. Cлово *лук* может применяться как для обозначения огородного растения со съедобной луковицей и съедобными трубчатыми листьями, так и для обозначения старинного оружия для метания стрел.